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Network Analysis – A basic Toolbox

• Network analysis has become a tool in many sciences:
  • Biology
  • Chemistry
  • Epidemiology

• ...but also in many societal contexts:
  • Political advice on, e.g., epidemics prevention
  • Terrorist identification for secret services

• ...and maybe soon in many others?
  • China citizen score,
  • credit score based on Facebook,
  • employment based on social media account behavior¹, ...

I think we have opened Pandora’s Box

A drama in three acts
A new look at Centrality Indices

Transferred to multiplex networks
(work with Sude Tavassoli)
The usefulness of Centrality Measures in Multiplex Networks

- Analyzing flow processes in multiplex networks such as epidemic transmission in Transportation networks [2, 4].
- Identifying cancer drivers in Biological networks using the representation of protein-protein interaction, gene regulation, co-expression, and metabolic network in a multiplex network [1].
- Analyzing leading drivers in Terrorist networks, where for instance, the importance of a node in “communication” layer is affected by the importance of the node in “trust” layer [6].
So, we could use ...

\[ C_B(v) = \sum_{s, t \neq v} \frac{\delta_{s, t}(v)}{\delta_{s, t}} \]
1. Act: Wait-wait-wait-wait: Centralities?
Categorizations of Centrality Indices

Borgatti and Everett, 2006

1. dimension: walk type?
2. dimension: Volume measures (number of paths satisfying some constraint – degree) vs. length measures (counting paths regarding their lengths – closeness)
3. dimension: Radial measures (for nodes on the end of paths) vs. medial measures: counting how often a node is on a set of paths.
4. dimension: summary type (sum, average, median, ...)

© Springer Verlag, Wien; K.A. Zweig: „Network Analysis Literacy“, 2016
Borgatti, 2005

• Centrality index is tied to a model of the network flow with certain characteristics:
  • Path type;
  • Serial or parallel diffusion;
  • Divisible, copyable or indivisible good.

• For the matching network flow, it gives the likelihood of a node of being used
Weisberg’s Definition of a Model: Structure + Construal

• Weisberg (2013) argues that models are composed of two things:
  • Their structure
  • A construal, the modeler’s interpretation of the structure.
    • Assignments define the analogy between the model’s components and the real-world, target system. E.g.: in social network analysis, nodes represent human actors and edges represent their relationships.
    • Intended scope: most modelers have a specific application of the model in mind (but it is not often made explicit)
    • Fidelity criteria: standards by which the modeler evaluates the "goodness of fit" of his or her model to the real-world target system. This can be very different from case to case.
Hidden Assumptions in Betweenness Centrality

\[ C_B(v) = \sum_{s, t \neq v} \frac{\delta_{s,t}(v)}{\delta_{s,t}} \]

- Inherently serial, probably indivisible
- Only shortest paths
- Okay, that’s an approximation, right?
- Uoh…
- Hmmm…
- And you know that every pair s,t contributes \(d(s,t)-1\) to the total betweenness centrality?
- All pairs of nodes want to communicate with the same frequency/intensity

Dorn et al., 2012
Zweig, 2016
Can we use betweenness centrality? Two models need to apply

- **Structure I:** a model of a network flow
  - Shortest paths, pair-wise interaction with same freq., ...

- **Construal I:**
  - Assignment: real-world flow resembles model
  - Intended scope: flows that are approximated by the model
  - Fidelity criteria ??

- **Structure II:** most important node is the one used most often expectedly

- **Construal II:**
  - Assignment: real-world importance to centrality index value
  - Intended scope: when applicable to idea of importance
  - Fidelity criterion: ground truth
Hidden Assumptions in Betweenness Centrality

\[ C_B(v) = \sum_{s, t \neq v} \frac{\delta_{s,t}(v)}{\delta_{s,t}} \]

Inherently serial, probably indivisible

Hmmmm...

Only shortest paths

Okay, that’s an approximation, right?

And you know that every pair s,t contributes \(d(s,t)-1\) to the total betweenness centrality?

Uoh...

You win. Let’s do degree centrality. We certainly know what that means!

All pairs of nodes want to communicate with the same frequency/intensity

Dorn et al., 2012
Zweig, 2016
2nd act: Some results

Degree Centrality in Multiplex Networks
Degree Centrality as the simplest index in Multiplex networks

- A network with $|\mathcal{L}|$ layers $\mathcal{L} = \{L_1, L_2, \cdots, L_{|\mathcal{L}|}\}$ where each layer $L_i$ is a simple graph comprised of a set of $V_i$ nodes and $E_i \subseteq V_i \times V_i$ edges.

- A set of nodes are common: $V^* = \bigcap_{i=1}^{\mathcal{L}} V_i$.

- The degree $\text{deg}_i(v)$ of any node $v$ is defined as the number of edges connected to the node $v$ in layer $L_i$.

- The result of ranking is from position 1 to position $|V^*|$.
Different modeling decisions

The normalization strategies

**NormMethod 1**, for layer $L_i$ takes $\text{deg}_i(v)$ for all $v \in V^*$ and normalizes it with the minimum and maximum values in the set of common nodes. This results in a vector of normalized indices of $[0, 1]$ for layer $L_i$:

$$C_1(v, i) = \frac{\text{deg}_i(v) - \min\{\text{deg}_i(v) | v \in V^*\}}{\max\{\text{deg}_i(v) | v \in V^*\} - \min\{\text{deg}_i(v) | v \in V^*\}}$$

**NormMethod 2** is similar to the last method but the normalization is done using the minimum and maximum values in the set of all nodes ($V_1$) in layer $L_i$:

$$C_2(v, i) = \frac{\text{deg}_i(v) - \min\{\text{deg}_i(v) | v \in V_i\}}{\max\{\text{deg}_i(v) | v \in V_1\} - \min\{\text{deg}_i(v) | v \in V_1\}}$$

**NormMethod 3** uses the results by **NormMethod 2** and multiplies them with the fraction of the maximum degree in layer $L_i$ and the maximum degree among all nodes in all $|C|$ layers. This results in a vector of indices of nodes ($v \in V_i$) between $[0, \frac{\max\{\text{deg}_i(v) | v \in V_i, i \leq |C|\}}{\max\{\text{deg}_i(v) | v \in V_1, i \leq |C|\}}]$:  

$$C_3(v, i) = C_2(v) \cdot \left(\frac{\max\{\text{deg}_i(v) | v \in V_i\}}{\max\{\text{deg}_i(v) | v \in V_1, i \leq |C|\}}\right)$$

**NormMethod 4** for each layer, we rank the nodes non-increasingly by their degree $\text{deg}_i(v)$ and obtain $r_i(v)$. This is then normalized by $n_i$.

$$C_4(v, i) = \frac{r_i(v)}{n_i}$$

Beautiful, what about aggregation? Most would either use the sum, average, minimum, or maximum degree of one node over all layers.

Well, I know an operator which can do all of that!
**Maximum Entropy Ordered Weighted Averaging (MEOWA) operator** (denoted by $\lambda$) creates a single number based on the vector of a node’s $|\mathcal{L}|$ normalized degrees as follows:

$$
\lambda(C_x(v, 1), C_x(v, 2), \cdots, C_x(v, |\mathcal{L}|)) = \sum_j w_j d_j(v)
$$

where $D = (b_1, b_2, \ldots, b_{|\mathcal{L}|})$ is the non-increasingly sorted vector of the normalized degrees, and $w$ is a weight vector. The weight vector is obtained using the following function based on a parameter $\beta$ [5]:

$$
w_i = \frac{e^{\beta \frac{n-i}{n-1}}}{\sum_{j=1}^{n} e^{\beta \frac{n-j}{n-1}}}.
$$
Wait-wait-wait: It’s Fuzzy!

Manchester’s degree in 4 airlines
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Sort it!

Choose a $\beta$-value

Very low $\beta$
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Very high $\beta$
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1

= 1

= 5,75

= 12

For historical reasons, we speak of „high andness“ and „high orness“:

We either require the degrees of a node to be high on ALL layers („and“) or on at least one („or“).

Zadeh, 1965

Okay, what are the results?
Okay. Both, Manchester and Francisco can be third most central – or third least central. Can we quantify this?
Let’s plot this for all nodes - wait, there are only 9 of them.

If we leave out Lufthansa, there are 20 common nodes between the other three airlines.
The aggregation scenario, then we have 20 common
A network comprised of three layers of seeking advice, having a friendship outside the firm among 71 attorneys [8].

**Figure:** The sensitivity of 71 nodes to the choices of different aggregation strategies ($\Delta_{agg}$) and the different normalization methods ($\Delta_{norm}$).

This guy drops by 60 regarding the aggregation! However, the normalization is less important.

**Figure:** The rankings obtained using the different aggregation strategies (using the $\beta$ parameter) for the aggregation of the results of three layers.
This guy drops by 100? Out of 127? 
Puh. And it is sensitive to both, normal and agg!
Update

• Betweenness centrality and other centrality indices make assumptions that are not likely to be true in real-world scenarios

• But even the degree centrality is hard to interpret.
  • Normalization necessary
  • Aggregation necessary
  • Different sensitivities
3rd act:
Literacy and Accountability
Network analysis literacy

- Network analysis was used to convey to politicians whom to take care of in HIV and other sexual disease spreadings (Butts, 2009)
- It’s been used to discredit a climate modeling scientist (Zweig, 2016)
- Network analysis is used to find terrorists...
Capturing terrorists with network analysis

From GSM metadata, we can measure aspects of each selector's pattern-of-life, social network, and travel behavior.
Terrorist identification SKYNET

We’ve been experimenting with several error metrics on both small and large test sets

<table>
<thead>
<tr>
<th>Training Data</th>
<th>Classifier</th>
<th>Features</th>
<th>100K Test Selectors</th>
<th>55M Test Selectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>Random</td>
<td>None</td>
<td>50% 1/23k (simulated)</td>
<td>0.64 (active) 0.13 (active/Pak)</td>
</tr>
<tr>
<td>Known Couriers</td>
<td>Centroid</td>
<td>All</td>
<td>43% 1/27k</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>Outgoing</td>
<td>0.18% 29.9</td>
<td>5 1</td>
</tr>
<tr>
<td>+ Anchor Selectors</td>
<td>Random Forest</td>
<td></td>
<td>0.008% 1/14</td>
<td>21 6</td>
</tr>
</tbody>
</table>

Random Forest trained on Known Couriers + Anchor Selectors:
- 0.008% false alarm rate at 50% miss rate
- 46x improvement over random performance when evaluating its tasked precision at 100

https://theintercept.com/document/2015/05/08/skynet-courier/
Top—“terrorist courier” is…
Network Analysis Literacy

- Networks are models of real-life systems.
- A measure is essentially a *model* of what you think the edges mean and how they are used.
- To make interpretations of the results, both models (network/measure) need to match your research question.
How can we better communicate what to use our algorithms for and what not to use them for?
Gründung von „Algorithm Watch“
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